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ABSTRACT
We devise a new combinatorial framework for proving space
lower bounds in algebraic proof systems like Polynomial Cal-
culus (Pc) and Polynomial Calculus with Resolution (Pcr).
Our method can be thought as a Spoiler-Duplicator game,
which is capturing boolean reasoning on polynomials instead
that clauses as in the case of Resolution. Hence, for the first
time, we move the problem of studying the space complexity
for algebraic proof systems in the range of 2-players games,
as is the case for Resolution.
A very simple case of our method allows us to obtain all

the currently known space lower bounds for Pc/Pcr (CTn,
PHPmn , BIT-PHPmn , XOR-PHPmn ). The way our method
applies to all these examples explains how and why all the
known examples of space lower bounds for Pc/Pcr are an
application of the method originally given by [1] that holds
for set of contradictory polynomials having high degree. Our
approach unifies in a clear way under a common combina-
torial framework and language the proofs of the space lower
bounds known so far for Pc/Pcr.
More importantly, using our approach in its full poten-

tiality, we answer to the open problem [1, 30] of proving
space lower bounds in Polynomial Calculus and Polynomi-
als Calculus with Resolution for the polynomial encoding
of randomly chosen k-CNF formulas. Our result holds for
k ě 4. Then, as proved for Resolution in [9], also in Pc
and in Pcr refuting a random k-CNF over n variables re-
quires high space measure of the order of Ωpnq. Our method
also applies to the Graph-PHPmn , which is a PHPmn defined
over a constant (left) degree bipartite expander graph. We
develop a common language for the two examples.
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1. INTRODUCTION
Proof complexity is a research field initiated by Cook and

Reckhow [23] that studies the complexity of proving (al-
ternatively refuting) propositional tautologies (alternatively
contradictions) in different logical propositional proof sys-
tems. The historical motivation for investigating the com-
plexity of proofs is the P vs. NP question. A proof system
S is said to be polynomially bounded if there exists a poly-
nomial p such that for every tautology x P TAUT there is a
proof πpxq in S of size at most pp|x|q. As observed in [23],
one way of establishing co-NP­“ NP , and hence P­“ NP
would be to prove that there are no polynomially bounded
proof systems. One suggested approach to this problem is
that of studying proof limits in always stronger proof sys-
tems. But proving that NP ­“ co-NP showing incremen-
tally that examples of proof systems are not polynomially
bounded seems unlikely. Rarely a universal statement is
proved by proving all its instances. Nevertheless proving
these lower bounds we may hope to uncover hidden compu-
tational hardness assumptions and then try to reduce the
conjecture to some more approachable problem [34]. This is
what is known as the Cook’s Program in Proof Complexity.
Among the most studied proof systems there are the logical
systems of Resolution [41, 15] and algebraic proof systems
like Polynomial Calculus [22] or Polynomial Calculus with
Resolution [1].



1.1 High-level Motivations

1.1.1 Theoretical investigation of Space measure
As remarked by Razborov [39], proof complexity plays the

same role in the field of feasible proofs of the role played by
the Boolean Circuits/Turing Machine in the field of efficient
computations. Hence Proof Size in Proof Complexity should
be view as Circuit-Size/Running-Time in circuit complexity.
It is then no surprise that, as for efficient computations we
consider memory occupation as a measure of efficiency, a
notion of Proof Space Measure was introduced also for proof
systems ([28, 1]) and since then studied and investigated in
depth in this field, especially for resolution ([28, 1, 9, 27,
12, 13, 36, 37, 30] among many others). As seen there is
a vast bibliography on the space measure for the system of
resolution. On the other hand Polynomial Calculus, though
being a very well-studied proof systems when considering
the size and degree complexity of a proof [22, 19, 20, 40, 38,
10, 33, 2, 32, 31], is still at the beginning of the investigation
of the space measure [1, 30]. The reason being that current
lower bounds techniques for Resolution space do not hold
for algebraic systems that deal with polynomials.
The main motivation of our work is to contribute to the

development of the theoretical study of the space complex-
ity measure for propositional proof systems and specifically
in algebraic proof systems. We design a new combinato-
rial framework for proving space lower bounds in algebraic
systems like Polynomial Calculus (Pc) and Polynomial Cal-
culus with Resolution (Pcr). Our approach unifies in a clear
way under a common combinatorial framework the proofs of
all the space lower bounds known so far for Pc/Pcr (CTn,
PHPmn , BIT-PHPmn , XOR-PHPmn ). Moreover we answer to
the open problem [1, 30] of proving space lower bounds in
Pc and Pcr for the polynomial encoding of randomly chosen
k-CNF formulas.

1.1.2 Finite Model Theory and Proof Complexity
Atserias [3] discovered a very interesting connection be-

tween the fields of finite model theory and propositional
proof complexity. This connection was capturing the fol-
lowing informal reasoning: if a formula is hard to refute
in Resolution, then for a bounded player should be hard
to distinguish it from a satisfiable formula. This was the
base for the result that encodings of combinatorial principles
as propositional tautologies are hard-to-prove could serve
for logical non-expressibility result via combinatorial games.
The second link between finite model theory and proposi-
tional proof complexity is the tight connection between the
number of pebbles needed by the an adversary (Duplicator)
to win the existential-pebble game and the concept of width
in Resolution. Two crucial facts relate pebble games to res-
olution proof complexity measures. First Feder and Vardi
[29], observed that the satisfiability problem of a k-CNF for-
mula can be identified with the homomorphism problem on
relational structures. Then existential-pebble games provide
a purely combinatorial characterization of resolution width.
Second Ben-Sasson and Galesi [9] invented a 2-player Match-
ing Game to study space lower bounds in Resolution k-CNF
formulas. The Matching Game is essentially an existential
pebble game which indeed was used by Atserias [3] to estab-
lish the connection between Finite Model Theory and Proof
Complexity. The main observation is that winning strategies
for the adversary in the Matching Game can be described in

terms of a class of homomorphisms characterizing Duplica-
tor winning strategies in Ehrenfeucht-Fräıssé games. As an
application of this combinatorial characterization Atserias
[3] and Atserias and Dalmau [4] got the impressive result
relating the space and the width in resolution showing that
space is lower bounded by width.

Our work can be view as a first step towards a 2-players
game characterization for algebraic systems, i.e. dealing
with polynomials, instead that with clauses. Our main defi-
nition (k-extendibility) characterizes the winning strategies
for an adversary as a class of combinatorial objects. While
for resolution the class of homomorphism is in fact a class of
partial bounded boolean assignments, in our case we have
Admissible Configurations, which are pairs containing a par-
tition of a subset of the variables (pseudo-partitions) and a
whole class of assignments fulfilling some locality proper-
ties (local modifiability). Our main definition should also be
compared with the definition, given by Esteban, et al. in
[27] of wining strategies for getting space lower bounds in
Respkq, that is a Resolution system on k-DNF.

1.1.3 SAT-Solvers and Theorem Provers
The satisfiability problem and the study of complexity

measure related to SAT-solvers and theorem provers have
recently been matter of research in proof complexity. From
a proof complexity point of view an interesting feature of
the modern SAT-solvers is that they are still based on the
Davis-Putnam-Logemann-Loveland or DPLL procedure [26,
25] augmented with clause learning [6, 35] or similar tech-
niques. It is well-known that the DPLL algorithm applied
on UNSAT formulas produce a (tree-like) resolution refu-
tations of that formula. This is the reason why there is a
growing interests in studying (theoretically) the complexity
of logical proof systems SAT-solver algorithms [6, 5, 18, 11,
17]. Indeed studying the complexity of proofs in such sys-
tems allows to understand the potential and limitations of
such algorithms for SAT-solving or theorem proving.

It is well-known that the main problems of modern SAT-
solvers is that of rapidly accessing huge amount of informa-
tions. Then one of the main bottleneck for these algorithms
is represented by the memory occupation.

In proof complexity studying (theoretically, but driven by
concrete applied industrial problems) proof size and proof
space, one wants to understand how the resources of time
and space are linked and how they can be optimized. We
could say that the final aim might be that of studying the-
oretically the limit of applied SAT-solver algorithms and
hopefully that of finding some theoretical results indicat-
ing how to overcome applied problems (see [6, 5, 18, 11, 17]
among many other works in the area).

Polynomial Calculus (Pc) is a proof systems having its
algebraic base on the Gröbner Basis Algorithm. Then Pc
is surely one of the proof systems that have some hope of
producing new insights onto the field of SAT-solvers. For
instance Clegg et al., [22] showed an algorithm (based on
Gröbner Algorithm) to find in polynomial time in the mini-
mal degree required, a Pc refutation of a set of polynomials.
For this reason at that time there was quite some hope poly-
nomial calculus could give raise to better SAT-solvers than
those based on Resolution. There are PC-based solvers such
as PolyBoRi [16], but in general they seem to be an order
of magnitude slower than state-of-the-art solvers.

Our work contributes to better understand theoretically



the space measure in Polynomial Calculus. We think that
our discrete combinatorial framework of the space in alge-
braic proof systems might open the way to better understand
how to encode polynomials and devise algorithms (Theorem
provers or SAT-solvers) working on polynomials but using
discrete combinatorial concepts.

1.2 Contributions and Innovations
The first contribution of this work is a new method for

proving space lower bounds in Pcr and Pcr. In our ap-
proach is not anymore a structural property of the formula
(to have high initial degree) that allow one to get lower
bounds. But is a semantic argument, similar to that used
in Resolution. It is known [4] that in Resolution “space is
lower bounded by the width” and hence width lower bounds
imply space lower bounds. This connection is obtained by
a characterization of the width and the space through win-
ning strategies of the adversary in a Spoiler-Duplicator k-
existential game. The definition of k-extendibility charac-
terizes how long an adversary (Duplicator) can answer to
a player (Spoiler) downloading polynomials into the mem-
ory without falling into a contradiction. This idea is close
to the one used in Resolution both in the characterization
of the space by Asterias and Dalmau [4] or by Esteban et
al. in [27] where they independently introduced the notion
of k-dynamical satisfiability to study space lower bounds in
Resolution or Respkq.
Given a CNF to be refuted we want to find a combina-

torial characterization of the winning strategies of the ad-
versary. In the case of Resolution these winning strategies
are families F of of bounded-domain partial assignments
(bounded-domain partial homomorphism in the language of
Atserias [3, 4]) which preserve two properties: (1) closure
under sub-assignments; and (2) assignments in F with not
too big domain, can be extended to bounded-domain new
assignments, still in F , which do not create a contradiction
in the unsatisfiable CNF to refute.
In our case, instead of having families of bounded-domain

assignments, we have families F of pairs formed by two ele-
ments: (1) partitions of subsets of the variables of bounded-
cardinality (pseudo-partitions Q, see Definition 8 ); and (2)
families of assignments which have a locality property over
elements of the pseudo-partition (Q-locally modifiable, see
Definition 12). As in the case of Resolution these families (1)
are closed under restrictions; and (2) have an extendibility
property for ”small”-cardinality pseudo-partitions (condition
3 of k-extendibility, see Definition 14).
The definition of k-extendibility (see Definition 14) is one

of our main new concepts and encloses the core of our lower
bound proof in Theorem 1. This definition should be com-
pared with definition of winning strategies for the Duplicator
in the paper by Atserias and Dalmau [4] (Definition 2) or
definition about winning strategies (Definition 28) in the pa-
per by Esteban et al. [27]. k-extendibility is one of the main
innovation of our work, since it reduce space lower bounds
for algebraic systems to winning strategies for combinatorial
games as happening for the case of Resolution.
Our Main Theorem (Theorem 1) places a precise link be-

tween finding a k-extendible family for an unsatisfiable CNF
and the space needed to refute its translation as a set of
polynomials in Pc or Pcr. We state it here, even if we have
not clarified precisely the notion of k-extendibility, to give

an idea of the kind of relationship we provide between the
notion of k-extendibility and space lower bounds.

Main Theorem: Let ϕ be a contradictory set of
polynomials in FrV s and I a proper ideal in that
ring. Suppose that there exists a non-empty k-
extendible family of admissible configurations F
for ϕ with respect to I. Then Sppϕ $ 1q ě k{4.

The second contribution of the paper is the following: our
Main Theorem allow us to re-obtain under unique combina-
torial framework and technique all the known space lower
bound for Pc/Pcr known so far. All these lower bounds
are obtained by the Main Theorem showing concrete exam-
ples of extendible families of admissible configurations of the
right dimension. It is worth to mention, in our opinion, that
the way we obtain these lower bounds is using only a lim-
ited part of the strength of the definition of k-extendibility.
We discuss this issues in more details in the next subsec-
tion. Here is sufficient to say that in the winning strategies
we provide for the known cases, we use only a very specific
type of pseudo-partitions: they are subsets of a fixed (full)
partition of the variables. Here we state our version of the
resuls obtained in [30, 1] (see Section 4):

‚ SppCTn $ 1q ě n{4,

‚ SppPHPmn $ 1q ě n{4,

‚ SppXPHPmn $ 1q ě pn´ 1q{4,

‚ SppBPHPmn $ 1q ě n{8.

We recall that in the case of XPHPmn the original result in
[30] is that SppXPHPmn $ 1q ě n{4, so, only in this case,
we obtain almost the same lower bound but not exactly the
same.

As a third, and probably main contribution, we answer
to the open problem [1, 30] of proving space lower bound
for random k-CNF in Pc/Pcr. In this case we use our
Main Theorem in its full potential. In building a Ωpnq-
extendible family of admissible configurations for a random
k-CNF it is no longer sufficient to look only at full partitions
of the variables, but we really have to deal with pseudo-
partitions. One combinatorial ingredient of the construction
of this family of configurations is the Matching Game of Ben-
Sasson and Galesi [9] (simplified in [3]). But differently from
their case, where they deal only with matchings in bipartite
graphs, here we have to handle multiple matchings in bipar-
tite graphs. Hence we extend the Matching Game to the
case of multiple matchings.

Dealing with multiple matchings instead of matchings im-
plies that to prove the required expansion property we need
left degree at least 4 in the incidence bipartite graph associ-
ated to a random k-CNF. Our result (Theorem 9) then hold
for k ě 4 (see also next subsection).

space lower bound for random k-CNF: Let
k ě 4 be any integer, ϵ ą 0 any constant and
∆ ě 1. Let F „ Fpn,∆, kq be a random k-CNF
over n variables and ∆n clauses. There exists a
constant c “ ck,∆,ϵ, c ě 1, such that with high
probability SppF $ 1q ě n

4c
.

Finally we prove an analogous result, and this is our fourth
contribution, for the so-called Graph-Pigeonhole principle,



which is a Pigeonhole principle defined over an expander
bipartite graph with constant left degree. Also this theorem
(Theorem 11) is proved through the techniques used to prove
the result for random k-CNF.

space lower bound for G-PHP: There exists
a constant degree d ě 3 bipartite graph G “

pU Y V,Eq with |U | “ n ` 1 and |V | “ n, such
that SppG ´ PHP $ 1q ě Ωpn{dq.

1.3 Main Ideas, Notions and Techniques
To explain our approach to the problem we start by de-

scribing a high level proof of the main theorem, which is
common to all space lower bound proofs known so far, also
in Resolution.
The proofs of the space lower bound theorem are usually

based on the following idea: inductively for each memory
configuration Ci, find a bounded boolean function Mi (in
the case of Pc/Pcr a 2-CNF such that its number of clauses
|Mi| is less than 2SppCiq) which implies the memory config-
uration Ci. Such proofs include always two key ingredients:
(1) a Locality Lemma ([14, 28, 1, 9, 30]) that informally
says that if a configuration Ci is satisfiable, then it will be
satisfied by an Mi properly bounded in the space of Ci; (2)
a combinatorial property that allows to keep the memory
configuration still satisfiable by a Mi when we download an
axiom (both logical or belonging to the formula to refute)
in the memory configuration and the space used is still not
too much.
One important issue in the Locality Lemma for Pcr of [1]

and [30] is that the 2-CNF Mi should be formed by distinct
variables. It turns out that in the lower bound argument it
is important to keep a sort of independence of the variables
mentioned in the 2-CNF. In our approach this independence
is realized through the elements of the pseudo-partition. We
require that the variables in the 2-CNF all belongs to dif-
ferent elements of some pseudo-partition associated to the
2-CNF. Moreover we also require a transversality of the 2-
CNF with respect to the pseudo-partition. That is we re-
quire that at most one variable for element of the partition
can be hit in the 2-CNF. We consider the following two def-
initions, that are central to our work: Transversal set (see
Definition 9) and Transversal 2-CNF (see Definition 15).
If a 2-CNF M implies a memory configuration C, this

means that every assignment satisfying M also satisfy C.
In our case we filter the assignments satisfying M by a k-
extendible family of assignments associated to the pseudo-
partition. We then use only that filtered set of assignments
to satisfy the memory configuration C.
Our Locality Lemma (Lemma 3) will then keep into ac-

count this dependence from the psuedo-partition and from
the associated class of locally modifiable assignments. It
is important to notice that the main strength and feature
of our argument is that the pseudo-partition – and con-
sequently the associated class of locally modifiable assign-
ments – change dynamically with the proofs from one mem-
ory configuration to another.
At this point, for the reader who knows the proofs of

space lower bound theorem in [1, 30], should be clear that
while in their case, what is really modeling the space mea-
sure is the number of distinct variables mentioned in the
2-CNF (divided by 2), in our case what is important is the
number of elements in the pseudo-partitions (divided by 2).

This means that while an adversary can find admissible con-
figurations associated to the memory configurations where
the number of elements in the pseudo-partitions are keep
bounded, then the memory configuration will be still im-
plied by a proper 2-CNF.

Informally speaking, the proof of the Main Theorem goes
as follows: suppose that we have a k-extendible family for P
and, by contradiction, that the space to refute P is ă k{4.
We show, by induction on the number of memory config-
urations Ci, that we are able to inductively maintain the
following properties (see proof of Theorem 1 for the formal
statement):
There exists a pseudo-partition Qi, a 2CNF M i transversal
to Qi and a family of assignments Hi, locally modifiable to
Qi, such that the following holds:

1. pQi,Hiq is k-extendible family,

2. M i satisfies Ci with respect pQi,Hiq,

3. |M i| is bounded by a function of the number of distinct
monomials appearing in Ci.

In the case of an axiom download we maintain the prop-
erties by k-extendibility. This property guarantees us that if
the pseudo-partition has cardinality strictly smaller than k
then for each axiom we are still able to find another admissi-
ble configuration that satisfies that axiom through its asso-
ciated set of locally modifiable assignments and has a most
one element more in the pseudo-partition. Hence under the
hypothesis that the space is ă k{4, using k´extendibility,
we can maintain the inductive property.

Similarly in the case of an erasure of some polynomial
from the memory we maintain the inductive property by
the Locality Lemma and by the closure by restrictions of
the k-extendible family provided by the hypothesis of the
Theorem. So we obtain the contradiction that the final con-
figuration is satisfiable.

Let’s se now how we can apply the Main Theorem to par-
ticular families. First of all we notice that the Main Theorem
does not rely on the degree of the monomials in the set of
polynomials to refute. This is an essential feature to get
lower bounds for the space of refuting families of polynomi-
als with small degree. But the theorem applies also to cases
in which initials monomials are of high degree (as in the case
of PHPmn ), but giving in this form slightly worse results of
what is currently known (see Section 4 for details). We dis-
cuss the example of the PigeonHole Principle to introduce
our applications.
PHPmn is defined over the variables are xij for all i P rms

and j P rns. The axioms in PHPmn are: (1) ␣xij_␣xi1j for
all i ‰ i1 and for all j P rns; (2) xi1 _ xi2 _ . . ._ xin for all
i P rms.

As full partition we choose P “ tP1, . . . , Pnu, where Pj “
txij | i P rmsu. Informally speaking we define F as the family
of admissible configurations defined by all the pairs pQ,Hq
such that Q Ď P and H is the family of all the injective
assignments of some pigeons into the holes named in YQ.

The family F defined above is n-extendible for PHPmn
(see Section 4 for all the technical details for this result).
We discuss our approach with this example in hand. The
main point in the argument [1] was that assuming (by con-
tradiction) that the space used is small, then each time we
download a high degree axiom in the memory, we are sure
to find at least two new variables we can use to build a



new 2-CNF that implies the new memory configuration. In
our case, instead, we have that axioms of high degree are
transversal to each element of the full partition of the vari-
ables. Since the space is (by contradiction) small, then we
are able to find two elements of the partition where two find
(in each of them) a new variable that we can use to form
our new 2-CNF that implies the new memory configuration.
As one can notice, this is easy in the case the PHPmn , since
the axioms are of high degree and then, defining the proper
partition, they hit all the element of the partition. Under
the assumption the space is small, this guarantees us to find
always new elements of the partitions where to pick new vari-
ables. Moreover we can satisfy the small axioms basically
by definition of the family F .
As a matter of fact the same reasoning, that is fixing a

constant full partition of the variables, is valid to get the
lower bounds also for BPHPmn and XPHPmn , which do not
have high initial degree. In this sense these cases are an
application of the method used by [1] for CTn and PHPmn .
This is since the particular syntactical properties of these
encodings.
If, as in the case of random k-CNF or of the Graph-PHP,

we do not have high degree initial axioms, then this rea-
soning is not valid anymore. Fixing a full partition at the
beginning is not useful anymore. We need another way of
capturing the idea that “small space memory configurations
can be satisfied by 2-CNF”. The way we implement this is
as follows:

‚ We use the (multiple) matching game to identify at
each step of the proofs what are the variables involved
in a possible 2-CNF that implies the memory configu-
ration. This is not new, since Ben-Sasson and Galesi
in [9] where doing exactly this for Resolution. But
instead of multiple matchings they had simple match-
ings and instead of 2-CNF they have assignments (i.e.
1-CNF).

‚ We handle, by the mechanism of the pseudo-partition
and admissible configurations, the changing of the vari-
ables involved from one memory configuration to the
other as modeled by the multiple Matching Game.
Hence pseudo-partitions and the associated families of
locally modifiable assignments might change in passing
from one memory configuration to the sequent one.

In particular for random k-CNF and the Graph-PHP we
dynamically maintain a property, the pr, sq-double match-
ing property (see below and Definition 18), that allows us
to identify dynamically for each memory configuration a set
of initial clauses we are satisfying (in addition to the ac-
tual memory configuration). Moreover we can keep that
set of initial clauses satisfied by using variables that we can
consider “independent” and we capture this notion of inde-
pendence by using pseudo-partitions and locally modifiable
families of assignments.

pr, sq-double matching property: Let r ď s,
G “ pU Y V,Eq a bipartite graph and A Ď U of
size at most r ď s and B Ď V X NGpAq. We
say that pG, A,Bq has the pr, sq-double matching
property if for every C Ď UzA, if |C| “ s ´ |A|
then there exists a 2-matching of C into V zB.

The idea behind this definition is to focus on the extension
of an existing multiple matching, i.e. how in the Matching

Game Duplicator can continue the game, hiding all the de-
tails on how Spoiler and Duplicator arrived to that config-
uration of the game but focusing only on the current con-
figuration. In the previous definition the sets A and B play
the role of the actual configuration of the game: we are not
interested in how is constructed the multiple matching in-
side the sets A and B (and we inductively construct that
multiple matching) to extend. The aim of that definition is
to guarantee Duplicator that no matters how he and Spoiler
arrived to a configuration, Duplicator can always make his
move. Clearly this is a game very close to the Matching
Game developed in [9, 3]. See Section 5 for all the details of
how we succeed to use this game on a bipartite graph to ob-
tain an Ωpnq-extendible family for the Random k-CNF and
Graph-PHP. The only detail of that construction we want
to focus is the definition of expansion we need to dynami-
cally maintain the pr, sq-double matching property. That is
a stronger notion of expansion than the ones usually used
(see [9, 3]) because we need to provide the existence of a
multiple matchings (actually double matchings). The pre-
cise notion of expansion we use is the following (Definition
7).

ps, ϵq-bipartite expansion: Let G “ pU Y V,Eq
a bipartite graph. We say that G is an ps, ϵq-
bipartite expander if

@A Ď U, |A| ď s ÝÑ |NGpAq| ě p2` ϵq|A|.

Due to this stronger requirement on the expansion we ob-
tain our lower bound for random k-CNF for k ě 4.

1.4 Organization
The paper is organized as follows: Section 2 contains all

the preliminary definitions on algebraic proof systems, par-
tial assignments and graph properties we need in the paper.
Section 3 starts with the definition of our main concepts of
pseudo-partitons, local modifiability and k-extendibility, then
includes The Locality Lemma in Subsection 3.2 and finally
its last Subsection 3.3 is entirely devoted to the proof of our
Main Theorem on space lower bounds. Section 4 includes as
an application of our method the proofs of all the previously
known space lower bounds for Pc/Pcr. Section 5 contains
the proof of the lower bounds for random k-CNF and for the
Graph Pigeonhole Principle. Last Section deals with future
research questions opened by our work.

2. PRELIMINARY DEFINITIONS
We denote by x a Boolean variable. A literal l is either

a variable or its negation. A clause C “ pl1 _ . . . _ lkq is a
disjunction of literals. We think of clauses as sets, so that
the ordering of the literals is irrelevant and no literals are
repeated. A clause containing at most k literals is called a
k-clause. A CNF formula ϕ “ C1^ . . .^Cm is a conjunction
of clauses. We will think of CNF formulas as sets of clauses.
A k-CNF formula is a CNF formula consisting of k-clauses.
A clause C is a clause over a set of variables V if the set of
variables it mentions is a subset of V . We similarly define
CNFs over V .

We use the standard notation V arpϕq to denote the set of
the variables mentioned in the formula ϕ.



2.1 Algebraic Proof systems and Space Mea-
sure in Proof Complexity

Polynomial Calculus (Pc) is a refutational system defined
in [22], and based on the ring Frx1, . . . , xns of polynomials.
Given p P Frx1, . . . , xns we always consider equations of the
form p “ 0, and we simply denote them as p. The equations
are intended to hold on t0, 1un thus the system contains the
following logical axioms:

x2i ´ xi, i P rns (Boolean Axioms).

Moreover it has two rules. For any α, β P F, p, q polynomials
and variable x:

p q

αp` βq
(Linear Combination),

p

xp
(Multiplication).

A Pc proof of a polynomial g from a set of initial polyno-
mials f1, . . . , fm (denoted by f1, . . . , fm $ g) is a sequence
of polynomials where each one is either an initial one, a log-
ical axiom, or it is obtained applying one of the rules to
previously derived polynomials. A Pc refutation is a proof
of the polynomial 1.
Pc is a complete proof system, in the sense that a poly-

nomial g has a Pc proof from a set of polynomials E iff
gpx⃗q “ 0 for every x⃗ P t0, 1un which is a common root of
E. Moreover E has no common t0, 1u solutions (we call E
contradictory) iff 1 P SpanpE Y tx2i ´ xiuiPrnsq. Complete-
ness of Pc comes as a corollary of Hilbert’s Nullstellensatz
(see [24]) and from complete algorithms based on Gröebner
bases [22].
We remark here that when we work in Polynomial Calcu-

lus, we implicitly assume that the polynomials tx2i ´xiuiPrns

are always included in the set of initial polynomials.
Given a Pc proof Π, the degree of Π, degpΠq, is the maxi-

mal degree of a polynomial in the proof; the size of Π, SpΠq,
is the number of monomials in the proof, the length of Π,
|Π|, is the number of lines in the proof.
Following what done in [28, 1] for studying space com-

plexity in Resolution and general sequential proof systems,
we view a proof in Pc as similar to a non-deterministic Tur-
ing machine computation, with a working memory where
all derivation steps are saved and a special read-only input
tape from which the initials polynomials being refuted (the
axioms) can be downloaded. Thus the length of a proof
is essentially the time of the computation while the space
measures the memory consumption. Following [1] we have:

Definition 1. (Memory Configuration) A Memory
Configuration is a set of polynomials. Given tf1, . . . , fmu a
set of initials polynomials and a polynomial g, a Pc proof Π
of f1, . . . , fm $ g can be view as sequence of memory con-
figurations Π “ tC0, . . . , Clu such that: C0 “ H, Cl contains
g and for all i P rls, Ci is obtained by Ci´1 by one of the
following three rules:

Axiom Download Ci “ Ci´1Ytpu, where p is some initial
polynomial fj P F or some boolean axiom.

Inference Adding Ci “ Ci´1 Y tpu, where p is some poly-
nomial inferred by using one of the rule of the calculus
applied on polynomials occurring in Ci´1.

Erasure Ci “ Ci´1ztpu, for some p P Ci´1.

Following [1] we define the the space measure for Pc.

Definition 2. (Space Measure) The space of a Pc mem-
ory configuration C, SppCq is the number of distinct mono-
mials occurring in C. The space of a Pc proof Π, SppΠqq,
is the maximal space of a memory configuration in Π. The
space of proving g from tf1 . . . , fmu in Pc,

Spptf1 . . . , fmu $ gq,

is the minimal space over all possible Pc proofs of g from
tf1 . . . , fmu.

The standard polynomial translation tr of CNF formulas
into polynomials is defined as follows:

trpxq “ x trp␣xq “ p1´ xq trp
n

ł

i“1

liq “
n

ź

i“1

trpliq

When we refer to Pc refutations of some family of CNF
formulas we always mean refutations of the family of poly-
nomial translation of the CNF formulas.

Polynomial Calculus with Resolution (Pcr) [1] is a refuta-
tional system which extends Pc to polynomials in the ring
Frx1, . . . , xn, x̄1, . . . , x̄ns, where x̄1, . . . , x̄n are new formal
variables. Pcr includes the axioms and rules of Pc plus a
new set of logical axioms defined by

1´ xi ´ x̄i i P rns

to force x̄ variables to have the opposite values of x variables.
The standard polynomial translation tr of CNF formulas
into polynomials in Frx1, . . . , xn, x̄1, . . . , x̄ns is the following:

trpxq “ x trp␣xq “ x̄ trp
n

ł

i“1

liq “
n

ź

i“1

trpliq

When we refer to Pcr refutations of some family of CNF
formulas we always mean refutations of the family of polyno-
mial obtained by the translation above applied to the CNFs.

We extend to Pcr the definitions of proof, refutation, de-
gree, size and length and space given for Pc. Observe that
using the linear transformation x̄ ÞÑ 1´ x, any Pcr refuta-
tion can be converted into a Pc refutation without increas-
ing the degree. As noticed above such transformation could
cause an exponential increase in size. When in the next we
refer to space we omit to say if we are in Pc or Pcr.

2.2 Partial Assignments
Let V be a set of variables, we say that an application

α : V ÝÑ t0, 1, ‹u is a partial (boolean) assignment over V .
The domain of α is dompαq “ α´1pt0, 1uq. If x P dompαq
we say that α is assigning a value to x.

We denote with H the empty set and the partial assign-
ment with empty domain, i.e. the assignment mapping each
variable to ‹. It will be clear from the context if we are
talking about sets or assignments.

Given two partial assignments α and β such that αpxq “
βpxq for each x P dompαq X dompβq. We define the partial
assignment αY β:

αY βpxq “

$

&

%

αpxq if x P dompαq,
βpxq if x P dompβq,
‹ otherwise.

We say that a partial assignment β extends another partial
assignment α if dompαq Ď dompβq and for all x P dompαq,
βpxq “ αpxq. We write α Ď β.



Given a partial assignment α and A Ď V we define the
restriction αæA:

αæA pxq “

"

αpxq if x P A,
‹ otherwise.

Given a clause C (or a polynomial P ) we can substitute
each variable x appearing in C (or P ) with the value α
is assigning to x, if x P dompαq, or leave x untouched if
x R dompαq. We denote the result of this operation with
αpCq.
If x R dompαq we emphasize that αpx2 ´ xq “ x2 ´ x ‰ 0.

Definition 3. (|ù for formulas) Let C be a boolean for-
mula and α a partial assignment over the variables appearing
in C. We say that α models C, α |ù C if αpCq “ 1.
Let A be a family of partial assignments, A |ù C if for

each α P A α |ù C.

If we are in Pcr, i.e. we have a set of variables V and
V “ tx | x P V u, and α is a partial assignment over V we can
define clearly a partial assignment α˚ over V YV extending
α such that if x P dompαq then α˚px` x ´ 1q “ 0. Clearly
is possible to do that defining

α˚
pxq “

"

1´ αpxq if x P dompαq,
‹ otherwise.

In the following we always suppose we are working with
partial assignments over V Y V of this sort. We do that
referring explicitly only to the variables in V but every time
we have a partial assignment α over V we implicitly are
referring to the assignment α˚.

Definition 4. (|ùI for polynomials) Let V a set of vari-
ables and FrV s a ring of polynomials. Let I be a proper ideal
in FrV s and p be a polynomial in FrV s and α a partial as-
signment. We say that α models p, α |ùI p if αppq P I. If I
it’s clear from the context we’ll omit the subscript.
Let A be a family of partial assignments, A |ùI p if for

each α P A α |ùI p. Analogously if we have a family of
polynomials.

Observation 1. Let V a set of variables and FrV s a ring
of polynomials. Let I be a proper ideal in FrV s, P Ă FrV s
a set of polynomials and α a partial assignment. If α |ùI P
then α |ùI SpanpP q. So in particular if P is a contradictory
set of polynomials we have that for every partial assignment
α and for every proper ideal I α ­|ùI P .

Definition 5. Let V a set of variables and FrV s a ring of
polynomials. Let I be a proper ideal in FrV s and α a partial
assignment we’ll say that α respects I if

@p P I αppq P I.

It’s clear that partial boolean assignments respect the
proper ideal Spanptx2i ´ xi, xi ` xi ´ 1ui“1,...,nq.

2.3 Graph properties and notations
Let G “ pU Y V,Eq be a bipartite graph of left degree at

most d.

Definition 6. (multiple matching) Consider a bipartite
graph G “ pU Y V,Eq be a bipartite graph and π Ď E. Let
πpuq “ tv P V | pu, vq P πu. We say that π is a matching of
A Ď U if

1. π Ď Aˆ V ,

2. for every u and u1 in A πpuq and πpu1q are disjoint
non-empty sets.

If for every u P A |πpuq| “ 2 we say that π is a 2-matching of
A. If for every u P A |πpuq| ě 2 we say that π is a multiple
matching of A.

Given a set A Ď U of nodes, we define πpAq “ tπpuq | u P
Au and we denote by YπpAq the set of variables in πpAq.

We use the following notion of expansion on bipartite
graphs.

Definition 7. (ps, ϵq-bipartite expansion) Let G “ pUY
V,Eq a bipartite graph. We say that G is an ps, ϵq-bipartite
expander if

@A Ď U, |A| ď s ÝÑ |NGpAq| ě p2` ϵq|A|.

Notice that our expansion factor is p2` ϵq instead than the
usual p1` ϵq.

We use the standard notationNGpAq to indicate the neigh-
borhood of A in the graph G. We use the following applica-
tion of Hall’s Theorem proved in [1] (Corollary 4.16).

Lemma 1 ([1]). Let G “ pUYV,Eq be a bipartite graph.
For every set A Ď U , if |NGpAq| ě 2|A|, then there is a 2-
matching of U in V .

Notice that we have that if A Ď U is the smallest set
such that we cannot find a 2-matching of A in G, then we
have that |NGpAq| ă 2|A|. Moreover if G “ pU Y V,Eq is
a ps, ϵq-bipartite expander then, from the previous lemma,
every subset of U of size at most s admit a 2-matching.

2.3.1 The Matching Game
If a bipartite graph G “ pU Y V,Eq is such that |V | ą

|U |, then there is no perfect matching of U into V . Ben-
Sasson and Galesi [9] introduced a 2-player game the Match-
ing Game to prove this claim, using“limited space”. The two
players are a Prover and a Disprover. Prover tries to prove
that there is no matching from U to V , and Disprover tries
to prove that such a matching exists. Each player has k fin-
gers. In each round of the game, Prover may place a finger
over an uncovered node in U or remove a finger from a cov-
ered node in U . If Prover places a finger over node u P U ,
Disprover must place her corresponding finger over an un-
covered node in NGpuq. If Prover removes a finger from a
node in U , Disprover must remove her corresponding finger
from V . The game is over when Disprover is not able to
answer to a move of the Prover. In that case, we say that
Prover wins the game. If Disprover can make the game go on
forever, we say that Disprover wins the game. Notice that
at every non-final round, the fingers placed on U determine
a partial matching of U into V . The goal of Disprover is to
maintain a partial matching forever. The Matching Game
was used by Atserias in [3] where he gave a more compact
treatment of main properties. In Section 5 we extend the
Matching Game to deal with multiple matchings in bipar-
tite graphs instead that simply matchings. We refer to the
notation developed in [3].



3. A COMBINATORIAL FRAMEWORK
FOR SPACE LOWER BOUNDS

In this section we consider fixed a set V of variables, a
ring of polynomials FrV s, a contradictory set of polynomials
ϕ included in FrV s and a proper ideal I in FrV s.

3.1 k-extendibility: preserving axioms satisfi-
ability

Let V be the set of variables appearing in some contra-
dictory set of polynomials ϕ. We start introducing the main
notions we use in the paper.

Definition 8. (pseudo-partition) A pseudo-partition on
a set of variables V is a collection of disjoint sets Q “

tQ1, . . . , Qtu, such that each Qi Ď V . We use the notation
YQ to denote the set of variables occurring in all elements
of Q.

Definition 9. (transversal set) Let Q “ tQ1, . . . , Qtu
be a pseudo-partition over V . We say that a set A Ď V of
variables is transversal to Q if @Qi P Q |Qi XA| ď 1.

We now introduce a class of relevant assignments with
respect to pseudo-partitions. In the rest of the paper we are
going to deal always with assignments from this class. First
we need some notations.

Definition 10. Let H be family of assignments all with
domain B, and let A Ď B. We define HæA“ tαæA | α P Hu.
If we have that Q is a pseudo-partition s.t. YQ Ď B we’ll
write HæQ to indicate HæYQ

Definition 11. Let A and B be two families of partial as-
signments such that for each α P A and β P B dompαq X
dompβq “ H, then we define

AˆB “ tαY β | α P A, β P Bu.

Definition 12. (Q-lm family of assignments) Let Q “

tQ1, . . . , Qtu be a pseudo-partition over V and H1, . . . , Ht

families of partial assignments such that the domain of every
partial assignments in Hi is Qi. A family of assignments
H “ H1ˆ . . .ˆHt is Q-locally-modifiable (we abbreviate by
Q-lm) with respect to I if and only if:

1. @Hi P tH1, . . . , Htu @α P Hi α is respecting I,

2. @Qi P Q @x P Qi Dα0, α1 P Hi such that α1pxq “ 1
and α0pxq “ 0.

The main properties of a set H of Q-lm assignments are
made up to guarantee a sort of independence of the assign-
ments in each element of the pseudo-partition Q.
We now give one easy example of a locally modifiable class

of assignments to illustrate better our definition. We use
the polynomial ring Frx, y, z, ws and the proper ideal I “
Spanpx2 ´ x, y2 ´ y, z2 ´ zq.
Assume to have a pseudo-partition Q “ ttx, yu, tzuu and

let us describe H as a table. Let Hxy and Hz the followings:

Hxy “

x y
0 0
1 1

and Hz “
z
0
1
.

So H “ Hxy ˆHz is the following class of assignments:

H “

x y z
0 0 1
1 1 1
0 0 0
1 1 0

.

Notice that we when required that each block of the product
has to be respectful with respect to the ideal I, we automat-
ically have that the full family H is respectful of I.

We are interested in (partial) assignments with domain
transversal to a pseudo-partition Q, i.e. assigning at most
one variable in each element of Q. According to Definition
9 we call this kind of assignments transversal to a pseudo-
partition Q. One useful observation is the following:

Observation 2. Let Q be a pseudo-partition and α a
partial assignment over the variables YQ transversal to Q.
Let H be Q-lm with respect to I. Then there exists a β P H
that extends α.

Proof. Let δ P H be an assignment such that Aδ “ tx P
dompαq | αpxq ‰ δpxqu has the minimal size among all the
possible assignments in H. If, by contradiction, Aδ ‰ H we
can find a variable x P Aδ. Let Qx P Q the only element in
Q containing x: we can decompose H as H1ˆHx, where Hx

is a family of assignments with domain Qx and respecting
the properties of the definition of Q-lm family.

By property 2 of Q-lm family we can find an assignment
β P Hx such that αpxq “ βpxq. By definition of Q-lm family
we have that δ1 “ β Y δæQztQxu is in H but Aδ1 has size one
less than Aδ. In fact we have that β is not assigning a value
to any of the variables of dompαq except for x because α is
transversal to Q. For the minimality of Aδ this is absurd,
so we must have that Aδ “ H.

Notice that in the previous proof we have not used prop-
erty (1) of the definition of Q-lm family: we’ll require that
property later.

Pseudo-partitions and locally modifiable families of as-
signments are combinatorial objects that will play central
role in our main theorem. To manage them together we
introduce the notion of admissible configurations.

Definition 13. (Admissible configuration) Let V be a
set of variables. An admissible configuration with respect to
I is a pair pQ,Hq such that: (1) Q is a pseudo-partition over
V and (2) H is Q-lm with respect to I.

Notice that the configuration pH, tHuq is admissible. The
next Observation and Lemma are about basic properties of
admissible configurations below the operations of restriction
and extension.

Observation 3. If Q1 Ď Q and pQ,Hq is an admissible
configuration, then pQ1,H æQ1q is an admissible configura-
tion.

The next Lemma is one of the tool we use to extend
locally-modifiable families of assignments. It captures the
way we can build a class of locally-modifiable assignments
starting from assignments local to a set of variables. In the
next, in all examples of formulas for which we need to build
a family of locally modifiable assignments, we are going to
use this easy lemma.



Lemma 2. Let pQ,Hq be an admissible configuration. Let
A be a subset of the variables V z YQ and Σ be a family of
assignments tAu-lm with respect to I. Then pQYtAu,HˆΣq
is an admissible configuration.
Moreover, given a set of polynomials P over the variables

V such that H |ùI P or such that Σ |ùI P , then HˆΣ |ùI P .

Proof. Clearly Q Y tAu is a pseudo-partition, and it’s
easy to see that HˆΣ is QYtAu-lm with respect to I: this
follows from associativity of ˆ.
To show the second part of the Lemma, let’s choose β P H

and γ P Σ, so that α “ β Y γ P H ˆ Σ. If H |ùI P then
we have that αpP q “ γpβpP qq P I, because by hypothesis
βpP q P I and γ respects I (by property (1) of local modifi-
ability). If Σ |ùI P we obtain that H ˆ Σ |ùI P by induc-
tion over |Q|, where Q is the pseudo-partition associated to
H.

The next definition is our main definition and encloses the
core of our lower bound proof in Theorem 1. This definition
should be compared with definition of winning strategies for
the Duplicator in the paper by Atserias and Dalmau [4] (Def-
inition 2) or definition about winning strategies (Definition
28) in the paper by Esteban et al. [27].

Definition 14. (k-extendibility) A non-empty family F
of admissible configurations is k-extendible for ϕ with respect
to I if and only if for every pQ,Hq P F the following condi-
tions hold:

1. |Q| ď k,

2. @Q1 Ď Q pQ1,HæQ1q P F .

3. if |Q| ă k, then @p P ϕ DA Ď V z YQ DΣ tAu-lm with
respect to I such that:

(a) pQY tAu,Hˆ Σq P F
(b) Hˆ Σ |ùI p, i.e @α P Hˆ Σ αppq P I.

We observe that if in the property (2) of the previous def-
inition we choose Q1 “ H we have, as a special case, that
pH, tHuq P F . Moreover we notice that in property (3)
when H |ùI a then it is sufficient to choose A “ H and
Σ “ tHu. The interesting case is when H ­|ùI a: in this case
we must have that A ‰ H (or equivalently that Σ ‰ tHu).
This is a key point in the proof of main theorem.

3.2 Locality Lemma for 2CNFs over Admissi-
ble Configurations

Let us first introduce the main notions for the Locality
Lemma. Given a formula ψ in the variables V and a pseudo-
partitionQ over V , we denote byQψ the elements of the par-
tition Q hit by V arpψq, i.e. Qψ “ tQi P Q | QiXV arpψq ‰
Hu. In particular we’ll use this notation for formulas M
that are 2CNFs.
According to Definition 9 we give the definition of Trans-

versal 2CNF.

Definition 15. (transversal 2CNF) Let Q be a pseudo-
partition over the variables V and M be a 2CNF in the
variables V . We say that M is a 2CNF transversal to Q iff

1. V arpMq Ď YQ,

2. each variable in V arpMq appears in exactly one literal
in M ,

3. V arpMq is a transversal set to Q and moreover QM “

Q, i.e. for each A P Q |V arpMq XA| “ 1.

We required that QM “ Q to simplify some following no-
tations and proofs. We use the notation |M | for the number
of clauses in M .

Let us consider the following symbol |ù
pQ,Hq

I defined only
if pQ,Hq is an admissible configuration.

Definition 16. Let Q be a pseudo-partition over V , M a

2CNF and P a set of polynomials. We say thatM |ù
pQ,Hq
I P

if and only if M is transversal to Q, H is Q-lm with respect
to I and

@α P H pα |ùM ÝÑ α |ùI P q.

We observe that M |ù
pQ,Hq

I P means that we are forcing
ourselves to use assignments of domain YQ to satisfy M .
So our definition is not simply saying that @α pα |ù M ÝÑ

α |ùI P q.

Lemma 3 (Locality Lemma). Let P be a set of poly-
nomials, Q a pseudo-partition and H a Q-lm family of as-

signments. LetM be a 2CNF transversal to Q. IfM |ù
pQ,Hq
I

P , then there exists a pseudo-partition Q1 Ď Q and there ex-
ists a 2CNF M 1 transversal to Q1 such that:

‚ M 1 |ù
pQ1,HæQ1 q

I P and

‚ |M 1| ď 2SppP q1.

Proof. Let us consider the bipartite graph G “ pU Y
V,Eq, where U is the set of distinct monomials appearing in
P , V is the set of clauses appearing in M and we have that
pm,Cq P E if and only if V arpmq XQC ‰ H. Let us choose
a maximal set Γ Ď U such that |NGpΓq| ď 2|Γ|. By Lemma
1, we have that Γ “ V zΓ admit a 2-matching into UzNGpΓq.
Let π “ tpmi, Ci,1q, pmi, Ci,2qu be that 2-matching.

Let us see now how to construct the 2CNF M 1. For each
edge in π we choose a variable xi,j , where j “ 1, 2, such
that xi,j P V arpmiq X QC1,j and we consider sati,j P t0, 1u
such that every assignment that maps xi,j into sati,j maps
the monomial mi to 0. Let us choose also the variables
yi,j P V arpCi,jqzQxi,j : we’ll use later these variables. Let

M 1
“ NGpΓq Y tpx

sati,1
i,1 _ x

sati,2
i,2 q | i P Γu.

Let Q1 be QæM 1 . Clearly we have that Q1 is a pseudo-
partition and that M 1 is a 2CNF transversal to Q1. We set
H1 “ HæQ1 . We have that |M 1| ď 2SppP q, indeed:

|M 1
| “ |NGpΓq| ` |Γ| ď 2|Γ| ` |Γ| ď 2p|Γ| ` |Γ|q “ 2SppP q.

The only part of the lemma remaining to prove is that

M 1 |ù
pQ1,H1q
I P . So let α P H1 such that α |ù M 1: we

have to prove that α |ùI P . The strategy to do this is to
find a β P H st

‚ β |ùI M ,

‚ βpmq “ αpmq for each monomial m appearing in P .

Before going into the construction of β, let us suppose we
have such a β and see how we conclude from that. We have

by hypothesis that M |ù
pH,Qq

I P , so, from the first property,

1We recall that SppP q is the number of distinct monomials
appearing in P .



we have that β |ù P . By the second property we have that
α and β are coincident on the monomials in P so we must
have that α |ù P .
Let us go into the construction of β. We have that HæQzQ1

is pQzQ1q-lm and we have that exists a γ transversal to QzQ1

such that αYγ |ùM (becauseM is transversal). We observe
that we can choose γ such that V arpγq Ď QzQ1. Then, by
Observation 2, we have that exists γ̃ P HæQzQ1 such that
γ̃ Ě γ. If we set β “ αY γ̃ we have by definition that β P H
and clearly β |ùM .
Let us prove that βpmq “ αpmq for each monomial m ap-

pearing in P . For eachmi with i P Γ we have that αpmq “ 0,
then clearly βpmiq “ 0 (because β Ě α). Let us consider
now the case m P Γ. If αpmq ‰ βpmq we must have that β is
assigning some variable from m, so we must have that exists
yi,j such that Qyi,j X V arpmq ‰ H. This is absurd because
we have that Qyi,j Ď QCi,j , and then QCi,j XV arpmq ‰ H,
so we should have the edge pm,Ci,jq in G, but by construc-
tion m P Γ and Ci,j R NGpΓq.

3.3 Space Lower Bound Theorem
Let us consider the following straightforward observation.

Observation 4. Let Q be a pseudo-partition over V , H
Q-locally modifiable, M a 2CNF transversal to Q, P a set

of polynomials, and p a polynomial. If M |ù
pQ,Hq
I P and

H |ùI p, then M |ù
pQ,Hq

I P Y tpu.

Theorem 1 (Main Theorem). Let ϕ be a contradic-
tory set of polynomials in FrV s and I a proper ideal in that
ring. Suppose that there exists a non-empty k-extendible
family of admissible configurations F for ϕ with respect to
I. Then the Sppϕ $ 1q ě k{4.

Proof. Let Π “ C1, . . . , Cs be a refutation of ϕ in PCR.
Assume by contradiction that SppΠq ă k{4. We prove by
induction on i that there exists a pseudo-partition Qi, a
2CNF M i transversal2 to Qi and a family of assignments
Hi, Qi-lm such that the followings hold:

1. Mi |ù
pQi,Hiq

I Ci,

2. |Mi| ď 2SppCiq,

3. pQi,Hiq P F .

Before proving the statement by induction on i, we show
that the inductive hypothesis leads to a contradiction. The
inductive property (1) implies that every memory configu-
ration can be mapped into I (if Mi “ H we must have that
Ci Ď I). This is impossible since the last one contains the
polynomial 1 so we must have that 1 P I but by hypothesis
I is proper.
For the base case we set: Q0 “ H, M0 “ H and H0 “

tHu. (1) follows since for an assignment satisfy a memory
configuration is an universal statement about the polynomi-
als in that configuration. So the empty assignment satisfy
the empty memory configuration. (2) follows since |M0| “

SppC0q “ 0; (3) follows since by definition pH, tHuq P F .
For the inductive case we distinguish three cases according

with the rules to modify the memory.

2Remember that by definitions of transversal 2CNF this
means that Qi “ QMi .

In the Erasure case, we apply the Locality Lemma with
M “M i, Q “ Qi, H “ Hi and P “ Ci`1 to get Q1 and M 1

satisfying the conclusions of the Lemma. We set M i`1 “

M 1, Qi`1 “ Q1, Hi`1 “ Hi æQ1 , (1) then follows by the
point (1) of the Locality Lemma. (2) follows from the point
(2) of the Locality Lemma. (3) follows from the property 2
of the definition of k-extendibility.

In the Inference Adding case, we set Qi`1 “ Qi, M i`1 “

M i and Hi`1 “ Hi. The result follows since Ci`1 is a sub-
set of the ideal generated by Ci and Hi |ùI SpanpCiq (by
Observation 1). Clearly we have SppCiq ă SppCi`1q.

In the Axiom Download case, i.e. Ci`1 “ Ci Y tau with
a P ϕ. We distinguish two cases: Hi |ùI a and Hi ­|ùI a.

If Hi |ùI a, then we set Qi`1 “ Qi, M i`1 “ M i and
Hi`1 “ Hi. We have now that (1) follows by Observation 4,
(2) since SppCiq ă SppCi`1q and (3) immediately from the
setting.

Assume now that Hi ­|ùI a. We claim that |Qi| ă k ´ 1.
We know that |M i| ď 2SppCiq, and, by the assumption,
that SppCiq ă k{4 ´ 1 (the ´1 is since at step i ` 1 we
are downloading and axiom more into the memory). Since
M i is a transversal 2CNF to Qi, then |Qi| “ 2|M i| and
hence |Qi| ă k ´ 4 ă k ´ 1. By the claim, we can use the
extendibility property of F on pQi,Hiq and a, to conclude
that there exist a pQi Y tAu,Hi ˆ Σq P F , such that: Hi ˆ

Σ |ùI a.
From Hi ­|ùI a we conclude that Σ ‰ tHu. We can more-

over suppose Σ is such that maximizes the number of initial
polynomials in ϕ mapped by Hi ˆΣ in I. Let us call ϕ̃ this
set of polynomials such that Hi ˆ Σ |ùI ϕ̃. Clearly a P ϕ̃.
By Observation 1 we can’t have that Hi ˆΣ |ùI ϕ, because
ϕ is contradictory and I is proper.

So we must have that ϕ̃ is a proper subset of ϕ, then there
exists a polynomial b P ϕ such thatHˆΣ ­|ùI b. Observe that
|Qi Y tAu| ă k (since |Qi| ă k´ 1), hence we can apply the
extendibility property for a second time on pQYtAu,HiˆΣq
and b. We then have a pair pQiYtAuYtBu,HˆΣˆΣ1q P F
such that Hi ˆ Σˆ Σ1 |ùI b. We can’t have that Σ1 “ tHu

because Hi ˆ Σ ­|ùI b.
Now we are ready to set our new parameters: Qi`1 “ QiY

tAuYtBu, Hi`1 “ HiˆΣˆΣ1. To formM i`1 we choose two
new variables x P A and y P B. HenceM i`1 “M i^px_yq.

Property Mi`1 |ù
pQi`1,Hi`1q

I Ci Y tau, holds since, by ap-
plying twice Lemma 2, Hi`1 |ù Ci and Hi`1 |ùI a (because

a P ϕ̃). Property (2) follows since |M i`1| “ |M i| ` 1 ď
2SppCiq ` 2 “ 2SppCi`1q. (3) follows by contruction.

4. KNOWN SPACE LOWER BOUNDS: AN
UNIFIED FRAMEWORK

In this section we show how to re-obtain the known re-
sults given for CTn and PHPmn by Alekhnovich et al. in [1]
and the results for BPHPmn and XPHPmn given by Filmus
et al. in [30]. Currently these are the only space known
lower bounds for algebraic systems. As we see, all these
cases fall into a very easy application of our main theorem.
The main point in all these examples is that we do not need
real pseudo-partitions that are changing from one memory
configuration to the next one. In all these cases pseudo-
partitions are subsets of one full partition of the variables
fixed one for all and not changing along the proof. Hence
in these cases characterizing the k-extendible family of as-



signment will coincide with the problem of finding an appro-
priate full partition of the variables to use. As we will see
in the next section for random k-CNF or the Graph-PHPn
this will be not anymore the case.

Our main theorem does not depend on the degree of the
monomials in the set of polynomials to refute. This is an es-
sential feature to get lower bounds for the space of refuting
families of polynomials with small degree. Our Main The-
orem applies also to cases in which initials monomials are
of high degree (as in the case of the pigeon hole principle
or the case of complete contradictions), but giving slightly
worse results of what is currently known. To get the best
possible lower bound we tune our Theorem in order to apply
it in his full strength also to such cases.
According to Definition 9 we introduce the notion of trans-

versal monomial.

Definition 17. (transversal monomial) We say that
a monomial m is transversal to a pseudo-partition Q if
V arpmq is a transversal set to Q and moreover for each
A P Q |V arpmq XA| “ 1.

Theorem 2. Let ϕ “ ψ Y µ a contradictory set of poly-
nomials. Suppose that:

1. exists a non-empty k-extendible family of admissible
configurations F for ψ with respect to the ideal I “ t0u
and

2. every polynomial in µ is monomial at least k variables
which is transversal to each pseudo-partition named in
F .

Then, Sppϕ $ 1q ě k{4.

Proof. The proof is the same of the Main Theorem. We
use the very same notations used before. The only part we
have to show is how to prove the induction properties when
we download an axiom from µ. So let Ci`1 “ Ci Y tmu with
m P µ.
We already noticed that |Qi| ă k ´ 1, then we have that

exists a variable x in V arpmq not in YQi by property (2).
Then we can find pQi Y tAu,Hi ˆΣq P F such that, Hi |ùI
x2 ´ x. Since x R YQi we must have that x P A. We
have that |Qi Y tAu| ă k then again we can find a variable
y P V arpmq but not in YQi Y A. Reasoning exactly as
above we use the k-extendibility again obtaining the pair
pQi Y tAu Y tBu,Hi ˆΣˆΣ1q P F and exactly as above we
have that y P B.
We set Qi`1 “ Qi Y tAu Y tBu, Hi`1 “ Hi ˆΣˆΣ1 and

M i`1
“M i

^ pxsatxpmq
_ ysatypmq

q,

where satxpmq e satypmq are the values we can give to x or
y respectively to set m to zero.

4.1 The case of CTn

CTn is a contradiction in the variables x1, . . . , xn. We re-
call that the axioms of CTn are all the possible clauses in
the above n variables of width n. We choose the full par-
tition P “ tP1, . . . , Pnu, where Pi “ txiu. This is a trivial
special case of the Theorem 2. Following the notations of
that Theorem we set I “ t0u, ψ all the logical axioms and
µ “ CTn. Then we choose as a family F the pairs pQ,Hq
where Q Ď P and H all the possible partial assignments
with domain YQ.

Proposition 1. The family F is n-extendible for ψ with
respect to I.

Proof. The restriction part is clear. The extension part
goes as follows: let a P ψ and pQ,Hq P F . We have that
V arpaq “ txiu. If xi P YQ we clearly have that H |ùI a. If
xi R YQ we set Σ “ txi ÞÑ 0, xi ÞÑ 1u. By applying Lemma
2 have that pQYtPiu,HˆΣq is an admissible configuration
and clearly H ˆ Σ are all the possible partial assignments
with domain YQYPi, so pQYtPiu,HˆΣq P F . To conclude
we observe that Hˆ Σ |ùI a.

Theorem 3 ([1]). SppCTn $ 1q ě n{4.

Proof. We proved that the family F is n-extendible for
ψ and it’s easy to see that µ “ CTn satisfy the requests of
the Theorem 2. The result follows.

We observe that for CTn is possible to apply directly the
Main Result (Theorem 1) but, it’s easy to see, in that man-
ner we obtain as lower bound n{8. The Theorem 2 allows
us to re-obtain exactly the known lower bound.

4.2 The case of PHPm
n

The variables are xij for all i P rms and j P rns. The
axioms in PHPmn are:

1. ␣xij _␣xi1j for all i ‰ i1 and for all j P rns;

2. xi1 _ xi2 _ . . ._ xin for all i P rms.

As global partition we choose P “ tP1, . . . , Pnu, where Pj “
txij | i P rmsu. We want to apply again Theorem 2, so we
use the ideal I “ t0u. As ψ we choose all the logical axioms
plus all the axioms in (1). As µ we choose all the axioms in
(2).

We define F as the family of all the pairs pQ,Hq such that
Q Ď P and H is the family of all the partial assignments of
domain YQ satisfying the axioms in ψ having variables in
YQ.

Proposition 2. The family F is n-extendible for ψ with
respect to I.

Proof. The restriction part is clear. The extension part
goes as follows: let a P ψ and pQ,Hq P F , with |Q| ă n.
We have that there exists exactly one Pj P P such that
V arpaqXPj ‰ H. If Pj P Q we clearly have that H |ùI a. If
Pj R Q we set as Σ the family of assignments with domain
Pj verifying all the axioms in ψ having variables in Pj . By
Lemma 2 we have that pQ Y tPju,H ˆ Σq is an admissible
configuration, so it’s easy to see that pQYtPju,HˆΣq P F
and by construction Hˆ Σ |ùI a.

Theorem 4 ([1]). SppPHPmn $ 1q ě n{4.

Proof. We proved that the family F is n-extendible for
ψ and it’s easy to see that µ satisfy the requests of the
Corollary 2. The result follows.

Similarly with what we say about CTn, it is possible to
apply directly the Main Result (Theorem 1) also to PHPmn
but in that manner we obtain as lower bound n{8. We wrote
the Theorem2 to re-obtain exactly the known space lower
bound for PHPmn .



4.3 The case of BPHPm
n

The Bit Pigeon-Hole Principle is the formalization of the
Pigeon-Hole principle that uses variables xij with i P rms
and j P rlogns. The intuitive meaning of the variable xij “ 1
is “the pigeon i goes to some hole h and the j-th bit of a
binary representation of h is 1”. Similarly for xij “ 0.
The axioms of BPHPmn are clauses telling us that two

pigeons i and i1 can’t go into the same hole h because they
differ on the some bit of the binary representation of h.
More formally for each hole h P rns we consider the bi-
nary expansion of h, pϵh1 , . . . , ϵ

h
logpnqq2. If we define Bhi,i1 “

Žlogpnq
j“1

`

xij ‰ ϵhj _ xi1j ‰ ϵhj
˘

, then

BPHPmn :“
!

Bhi,i1 | h P rns, i ‰ i1 P rms
)

is a contradiction for m ą n. We choose a global partition
of the variables P “ tP1, . . . , Pmu where Pi “ txij | j P
rlognsu. Our strategy is to apply the Main Result (Theorem
1) using the ideal I “ Spanptx2i ´ xi, xi ` xi ´ 1ui“1,...,nq.
Given a hole h “ pϵh1 , . . . , ϵ

h
logpnqq2 we define the hole h “

p1´ ϵh1 , . . . , 1´ ϵ
h
logpnqq2. We observe that we have a natural

partition of the holes S “ tS1, . . . , Sn{2u, where each Sj “

th, hu for some hole h.
We’ll use the notation ti ÞÑ hu where i P rms and h P rns,

referring to a partial assignment α with domain Pi and such
that αpxijq “ ϵhj .
We are now ready to define the family F . An admissible

configuration pQ,Hq is in F if and only if:

1. |Q| ď n{2,

2. for each A P Q there exists i, i1 P rms such that A “
PiYPi1 , we say that the pigeons i and i1 are mentioned
into Q,

3.

H “
ą

APQ
HA,

where if A “ Pi Y Pi1 , HA “ tti ÞÑ hA, i
1 ÞÑ hAu, ti ÞÑ

hA, i
1 ÞÑ hAuu and moreover tthA, hAu | A P Qu Ď S.

Proposition 3. F is n{2-extendible for to BPHPmn .

Proof. The restriction part is obvious. Let us see the
extension part: let pQ,Hq P F such that |Q| ă n{2 and
a an axiom. If H |ùI a we are done. So suppose that
H ­|ùI a, this implies that a “ Bhi,i1 with at lest one pigeon

between i and i1 not mentioned in Q. If this is not the case
it’s easy to see that H |ùI B

h
i,i1 . If both i and i1are not

mentioned into Q we put Ai,i1 “ Pi Y Pi1 . If only one of
them is not mentioned into Q, wlog i is not mentioned into
Q, we want to find another pigeon not mentioned into Q.
We have that the pigeons mentioned in Q are strictly less
than n and by hypothesis we have m ą n pigeons so we can
find another pigeon i2 not mentioned into Q. In this case
we put Ai,i2 “ Pi Y Pi2 . The assignments in H are naming
strictly less than n{2 elements of the partition of the holes
S (because the number of elements in S named in H equals
|Q|). So we can find an th, hu P S not used by H. Let
αi,j “ ti ÞÑ h, j ÞÑ hu and αi,j “ ti ÞÑ h, j ÞÑ hu, then
Σi,j “ tαi,j , αi,ju for j “ i1, i2.

Claim 1. For j “ i1, i2 we have that Σi,j is tAi,ju-lm
with respect to I.

Proof. Let x be a variable in Ai,j , we have that αi,jpxq “
0 if and only if αi,jpxq “ 1. This is by definition of αi,j and
αi,j and by the particular form of the partition of the holes
S we chose.

By Lemma 2 we obtain that pQ Y tAi,ju,H ˆ Σi,jq is an
admissible configuration. It’s straightforward to see that in
both cases of j “ i1 and j “ i2, pQ Y tAi,ju,H ˆ Σi,jq P F
and Hˆ Σi,j |ùI B

h
i,i1 .

Theorem 5 ([30]). SppBPHPmn $ 1q ě n{8.

Proof. By the previous Proposition and the Main The-
orem.

4.4 The case of XPHPm
n

Quoting [30] we start recalling what is the XOR pigeon-
hole principle formula XPHPmn . XPHPmn has proposi-
tional variables xi,j for each i P r0,mq and j P r0, ns3. We
think of r0,mq as a set of pigeons and r0, ns as a set of hole
indicators. Each pigeon i gives a 0 or 1 value to every hole
indicator j, recorded in the variable xi,j .

The hole indicators indicate assignments of pigeons to
holes indirectly: a pigeon i P r0,mq is assigned to a hole
j P r0, nq when xi,j ı xi,j`1 is true, that is when xi,j and
xi,j`1 have different truth values. This assignment need not
be unique: the formula will only ensure that each pigeon is
assigned to an odd number of holes.

The formula XPHPmn asserts the following:

1. Every pigeon gives different values to the first and last
hole indicators. That is, for each i P r0,mq, xi,0 ı xi,n:

xi,0 _ xi,n
␣xi,0 _␣xi,n

2. At most one pigeon is assigned to any given hole. That
is, for all distinct i, i1 P r0,mq and all j P r0, nq, pxi,j ”
xi,j`1q _ pxi1,j ” xi1,j`1q:

xi,j _␣xi,j`1 _ xi1,j _␣xi1,j`1

␣xi,j _ xi,j`1 _␣xi1,j _ xi1,j`1

xi,j _␣xi,j`1 _␣xi1,j _ xi1,j`1

␣xi,j _ xi,j`1 _ xi1,j _␣xi1,j`1

XPHPmn is the conjunction of all the previous clauses so
XPHPmn is a 4-CNF and for m ą n it is a contradiction.
To see this notice that, by condition (1), for each pigeon
i P r0,mq there must be at least one hole j P r0, nq for which
i gives different values to indicators j and j ` 1; say that
such a j is assigned to i. Since n ă m, by the pigeonhole
principle there must be some pair of distinct pigeons which
are assigned the same hole. But this contradicts condition
(2).

We fix the partition of the variables P “ tP0, . . . , Pm´1u,
where Pi “ txi,j | j P r0, nqu, and the ideal I “ Spanptx2i ´
xi, xi ` xi ´ 1ui“1,...,nq. We are now ready to define the
family F . An admissible configuration pQ,Hq is in F if and
only if:

1. |Q| ď n´ 1,

2. Q Ď P, if Pi P Q we say that the pigeon i is named in
Q,

3Recall that r0,mq “ t0, . . . ,m´ 1u and r0, ns “ t0, . . . , nu.



3. Let Hi,j “ ti ÞÑ ju “ tαi,j , βi,ju, where dompαi,jq “
dompβi,jq “ Pi,

αi,jpxi,j1q “

"

0 if j1 ď j
1 otherwise

and βi,jpxi,j1q “ 1´ αi,jpxi,j1q.

Then H “
Ś

PiPQHi,j and the holes j named in all the
Hi,j are distinct, i.eH is made up injective assignments
over the pigeon named in Q.

Proposition 4. The family F defined above is pn ´ 1q-
extendible of XPHPmn .

Proof. The restriction part is clear. Let us focus on the
extension part. Let pQ,Hq P F with |Q| ă n ´ 2 and a an
initial axiom in XPHPmn .
Let us suppose first that a “ pxi,j ” xi,j`1q _ pxi1,j ”

xi1,j`1q. If both Pi and P
1
i are in Q by definition H |ùI a.

So w.l.o.g. suppose that Pi R Q. We have that H is made
up of an injective assignment of at most n´2 pigeons, so we
can find a hole h different from j not assigned. We define
Σ “ ti ÞÑ hu. By Lemma 2 we have that pQY tPiu,Hˆ Σq
is an admissible configuration and it’s straightforward to see
that pQY tPiu,Hˆ Σq P F and Hˆ Σ |ùI a.
Similarly if a “ pxi,0 ı xi,nq we proceed as before assign-

ing the pigeon i somewhere if needed.

Theorem 6. ([30]) SppXPHPmn $ 1q ě pn´ 1q{4.

Proof. By the previous Proposition and the Main The-
orem.

This is only slightly worse than the result obtained in [30].

5. THE CASE OF RANDOM FORMULAS
AND GRAPH-PHP

We prove that to refute random k-CNF formulas over n
variables (and the Graph-PHP) it will be required high space
in PC/PCR. We are going to construct a family of Ωpnq-
extendible admissible configurations for random k-CNF, k ě
4. The main tool we use is a variation of the Matching
Game (see Section 2.3.1) which was devised in [9] to prove
space lower bound for random k-CNF in Resolution. It was
also used in [3] to prove indefinability of random k-CNF
in certain fragments of first order logic. Differently from
these cases, here we are dealing with double matchings in a
bipartite graph, instead of simply matchings. This is making
some difference in the argument. Nevertheless the proofs of
the main properties are essentially similar to that of [9, 3],
except for small details which are due mainly to the fact that
the invariant property (the pr, sq-double matching property
we define next) deals with double matchings.

Definition 18. (pr, sq-double matching property) Let
r ď s, G “ pUYV,Eq a bipartite graph and A Ď U of size at
most r ď s and B Ď V XNGpAq. We say that pG, A,Bq has
the pr, sq-double matching property if for every C Ď UzA, if
|C| “ s´ |A| then there exists a 2-matching of C into V zB.

Observation 5. Let G “ pU Y V,Eq be a bipartite graph
that is a ps, ϵq-bipartite expander, then pG,H,Hq has the
ps, sq-double matching property.

Proof. It follow immediately from the expansion prop-
erty and Lemma 1.

Lemma 4 (extension lemma). Let G “ pU Y V,Eq be
a bipartite graph of left degree at most d that is a ps, ϵq-
bipartite expander. Let A Ď U and B Ď V two sets such
that pG, A,Bq has the pr, sq-double matching property with

r ď
ϵs

d2pd´ 1q ` ϵ

and |A| ă r.
For each u P UzA there exists two distinct nodes v, v1 P

NGpuq X pV zBq such that pG, A Y tuu, B Y tv, v1uq has the
pr, sq-double matching property.

Proof. Let NGpuq X pV zBq “ tv1, . . . , vlu. Clearly we
have that l ď d because G has left degree at most d and l ě 2
because of the pr, sq-double matching property on pG, A,Bq.

Let A1 “ A Y tuu and Bij “ B Y tvi, vju with vi ‰ vj .
We note that |A1| ď r because |A| ă r and |A1| “ |A| ` 1.
Let us suppose for sake of contradiction that for every pair
of distinct indexes i, j P t1, . . . , lu, pG, A1, Bijq has not the
pr, sq-double matching property. This means that for every
i ‰ j we have a set Cij Ď UzA1 that does not admit a 2-
matching into V zBij s.t. |Cij | “ s´|A1|. Let Dij Ď Cij not
admitting a 2-matching into V zBij of minimal size. Then,
by Lemma 1, we have that

|NGpD
ij
q X pV zBijq| ă 2|Dij

|,

so we obtain that

p2` ϵq|Dij
| ď |NGpD

ij
q| “

|NGpD
ij
q X pV zBijq| ` |NGpD

ij
q XBij | ă 2|Dij

| ` |Bij |,

where the first inequality came from the expansion property
of G since |Dij | ď s´|A1| ă s. From this chain of inequalities
we obtain immediately that

|Bij | ą ϵ|Dij
|,

and, using the fact that Bij Ď NGpA
1q, we have that |Bij | ď

d|A1|. Putting all this inequalities together we have that

d|A1
| ą ϵ|Dij

|.

Claim 2.
Ť

i‰j D
ij Y tuu does not admit a 2-matching

into V zB.

Proof. To prove this suppose by contradiction that there
exists a 2-matching π Ď E of that set into V zB. Let πpuq “
tvh, vku. We have that πpDhkqXπpuq ‰ H, in fact πpDhkq Ď

V zB and, by construction, πpDhkq Ę V zBhk. So we must
have that πpDhkq X tvh, vku ‰ H. We reach a contradiction
observing that u R Dhk so we obtain two elements mapped
by π in the same element.

We have that
Ť

ij D
ij Y tuu Ď UzA and pG, A,Bq by hy-

pothesis has the double matching property, so we must have
that

ˇ

ˇ

ˇ

ˇ

ˇ

ď

ij

Dij Y tuu

ˇ

ˇ

ˇ

ˇ

ˇ

ą s´ |A|

so we have that there exists a pair of indexes i, j such that

|Dij | ą
s´|A1|

lpl´1q
ě

s´|A1|

dpd´1q
.

So we have obtained that

d|A1
| ą ϵ

s´ |A1|

dpd´ 1q
.

And from this we obtain that



|A1
| ą

ϵs

d2pd´ 1q ` ϵ
“ r.

But this is a contradiction by hypothesis.

Lemma 5 (retraction lemma). Let G “ pU Y V,Eq
be a bipartite graph of left degree at most d that is a ps, ϵq-
bipartite expander. Let A Ď U and B Ď V two sets such that
pG, A,Bq has the pr, sq-double matching property. If u P A
and L Ď NGpuqXB such that |L| ě 2 and BzL Ď NGpAztuuq
and

r ď
ϵs

d` ϵ
,

then pG, Aztuu, BzLq has the pr, sq-double matching prop-
erty.

Proof. Let A1 “ Aztuu and B1 “ BzL. Clearly |A1| ď r
and B1 Ď NGpA

1q. Let C Ď UzA1 of size s ´ |A1|. We have
two cases: or u P C or u R C.

u P C : In this case we have that Cztuu Ď UzA, and has
size s ´ |A1| ´ 1 “ s ´ |A|, then we have that there
exists a 2-matching of Cztuu into V zB. We have now
by hypothesis that |L| ě 2 so we can find pu, vq and
pu,wq in tuu ˆ L. So we can extend the 2-matching
found for Cztuu to a 2-matching of C.

u R C : We have that for every w P C there exists a 2-

matching of Cztwu Ď UzA into V zB Ď V zB1. Then
if C is not 2-matchable into V zB1 it follows that C is
not 2-matchable of minimal size. Using Lemma 1 we
have that

|NGpCq X pV zB
1
q| ă 2|C|,

and, using the fact that G is an ps, ϵq-bipartite ex-
pander, and that |C| “ s´ |A1| ď s,

p2` ϵq|C| ď |NGpCq| ă 2|C| ` |B1
|.

So |B1| ą ϵ|C|. We have now that |C| “ s´ |A1|, and
|B1| ď d|A1|, so we obtain

|A1
| ą

ϵs

d` ϵ
ě r.

A contradiction.

5.1 Random k-CNF

Let n,m and k be positive natural numbers and let X “

tx1, . . . , xnu be a set of variables. Let Fpn,m, kq be the set of
all k-CNF formulas onX with exactlym clauses each defined
on k literals on distinct variables. Alternatively, Fpn,m, kq
can be described as the result of repeating m times indepen-
dently the following experiment: choose exactly k variables
from X, and negate each variable independently with prob-
ability 1{2. We will use this interpretation whenever it is
convenient. The ratio m{n is denoted by ∆, and is called
the clause density. Usually, ∆ is fixed to a constant and
therefore is determined by n . We are interested in study-
ing the asymptotic properties of a randomly chosen formula
F „ Fpn,m, kq as n approaches to infinity. It is well known
that when the clause density exceeds a certain constant θk
that only depends on k, a randomly chosen formula is almost
surely unsatisfiable. We are interested only in the region in

which F is unsatisfiable with high probability, then we al-
ways consider fixed ∆ ąą θk, then Fpn,m, kq can be made
dependent only on n, ∆ and k and denoted as Fpn,∆, kq

Let F “
Ź∆n
i“1 Ck „ Fpn,∆, kq be a random k-CNF. Let

us consider the associated bipartite graph GF “ pU Y V,Eq
where U is the set of clauses appearing in F and V is the
underlying set of variables appearing in F . As in [9, 3] we
put pC, xq P E if the variable x is appearing in some literal
of C. We observe that the graph GF has left degree k. It is a
well-known result (see [21, 7, 14, 9, 3] among several others)
that if F „ Fpn,∆, kq, then GF is a good expander (at least
when the expansion factor is p1 ` ϵq). Since in this work
we are dealing with 2-matchings, we are interested in an
expansion factor of p2 ` ϵq (see Definition 7). Nevertheless
we are able to prove that also in this case GF is a good
expander, provided k ě 4. We comment on the case k “ 3
in the conclusions. The proof of next theorem is standard
and can be found for instance in [9]. Our proof contains
exactly the same calculations with the only difference that
to deal with an expansion factor of p2` ϵq in GF we need to
have k ě 4.

Theorem 7 ([21, 7, 9, 14]). For any k ě 4 and any
constant ϵ with 0 ă ϵ ă k ´ 3, there is a constant κ “ κk,ϵ
such that if F „ Fpn,∆, kq, then with high probability GF is
a ps, ϵq-bipartite expander, with s “ κ¨n

∆
1`ϵ

k´3´ϵ

.

Proof. The same proof given in [9] works exactly in our
context substituting each occurrence of p1` ϵq with p2` ϵq
and the condition k ě 3 with k ě 4.

Let us suppose that the graph G is an ps, ϵq-bipartite ex-
pander. Notice that for all k and s,

r̃ “ min

"

s,
ϵs

k ` ϵ
,

ϵs

k2pk ´ 1q ` ϵ

*

“
ϵs

k2pk ´ 1q ` ϵ
.

Let I “ Spanptx2i ´ xi, xi ` xi ´ 1ui“1,...,nq. We define the
family F as follow: an admissible configuration pQ,Hq is in
F is and only if there exists a 2-matching π of some A Ď U
such that:

1. |A| ď r̃,

2. pG, A,YπpAqq has the pr̃, sq-double matching property,

3. Q “ πpAq “ tπpCq | C P Au,

4. for each clause C P A HæπpCq|ùI C.

We have that pG,H,Hq has the pr̃, sq-double matching
property so pH, tHuq P F and this family is non-empty.

Theorem 8. The family F defined above is r̃-extendible.

Proof. Suppose we have a pair pQ,Hq P F , i.e. we have
the properties (1), (2), (3) and (4) listed above. Clearly we
have that |Q| ď r̃, because Q “ tπpCq | C P Au, so |Q| “ |A|
and, by (1), |A| ď r̃.

To prove the restriction property suppose we have a Q1 Ď

Q: we have to prove that pQ1,HæQ1q P F . Let A1 “ tC P

A | πpCq P Q1u, π1 “ π æA1 the 2-matching obtained as a
restriction of π over A1 and H1 “ HæQ1 . (1) is true since
|A1| ď |A| ď r̃. (3) is true since Q1 “ π1pA1q. (4) follows
since π “ π1 over A1 and for all C P A1, πpCq P Q1 and then
we have H1æπ1pCq|ù C for each C P A1. The difficult part is
to prove (2), i.e. that pG, A1,Yπ1pA1qq has the pr̃, sq-double



matching property. We remove one by one the clauses C P
AzA1 by applying for each such C the retraction Lemma 5
with u “ C and L “ πpCq. It is straightforward to see that
such L fulfills the hypothesis of retraction Lemma 5.
To prove the extension property for the family F , let us

suppose that |Q| ă r̃ and that we have an axiom a.
As usual we need to distinguish the case of H |ùI a (in

this case we don’t have anything to do) or H ­|ùI a. This
second case corresponds to a “ C a clause C R A.
By Lemma 4 we can find a two distinct vertexes v, v1 P

V zYπpAq such that v, v1 P NGpCq and pG, AYtCu,YπpAqY
tv, v1uq has the pr̃, sq-double matching property. So we de-
fine A1 “ A Y tCu and π1 “ π Y tpC, vq, pC, v1qu. And we
define Q1 “ QY ttv, v1uu “ π1pA1q. The only thing left is to
construct the new family of assignments H1. To do this first
we define a family Σ “ tγ, γu such that

‚ dompγq “ dompγq “ tv, v1u,

‚ γpvq “ satCpvq and γpv1q “ 1 ´ satCpv
1q. Where

satCpxq is the boolean value we have to set the variable
x to satisfy C.

‚ γpvq “ 1´ satCpvq and γpv
1q “ satCpv

1q.

Then we define H1 “ Hˆ Σ.
By Lemma 2 we have that pQ1,H1q is an admissible con-

figuration. It is straightforward to see that for pQ1,H1q P F
and by construction Σ |ùI C so Hˆ Σ |ùI C.

In this versions of the work we are not interested in im-
proving constants, so we omit detailed calculations that will
instead follow in a subsequent version of the paper.

Theorem 9. Let k ě 4 be any integer, ϵ ą 0 any constant
and ∆ ě 1. Let F „ Fpn,∆, kq. There exists a constant
c “ ck,∆,ϵ, c ě 1, such that with high probability

SppF $ 1q ě
n

4c
.

Proof. Theorem 7 tells us that with high probability GF
is a ps, ϵq-expander, with s “ κ¨n

∆
1`ϵ

k´3´ϵ

. Using definition of r̃

we have that there exists a a constant c “ ck,∆,ϵ such that
with high probability the family of admissible configurations
of Theorem 8 is pn

c
q-extendible family for F . The result then

follows by the Main Theorem (Theorem 1).

5.2 Graph-PHP
We recall the definition of the Graph PigeonHole Principle

in order to fix the notations we’ll use. Let G “ pU Y V,Eq
a bipartite graph and U and V two disjoint sets of size re-
spectively n` 1 and n. Clearly there is no perfect matching
from U to V . This combinatorial principle is expressed as a
conjunction over the variables W “ txu,v | pu, vq P Eu. In-
tuitively setting the variable xu,v to 1 means that the pigeon
u P U is mapped to v P V . For every u P U let

Pu “
ł

v:pu,vqPE

xu,v

and for all pu,wq P E and pv, wq P E let

Hu,v
w “ ␣xu,w _␣xv,w.

G-PHP is the conjunction of all the previous clauses. We
observe that if G has left degree d then G-PHP is a d-CNF.

According with the general strategy we fix the partition
P “ tH1, . . . , Hnu, where Hj “ txij | pi, jq P Eu, i.e. we
are partitioning the variables according to the hole they are
referring. Let us start with a notation we’ll use: suppose
we have a (multiple) matching π of a set A Ď U . For every
u P A we call

varpπqpuq “
ď

iPπpuq

Hj

and for each B Ď A

varpπqpBq “ tvarpπqpuq | u P Bu.

Let us suppose that the graph G is an ps, ϵq-bipartite ex-
pander with left degree d and let

r̃ “ min

"

s,
ϵs

d` ϵ
,

ϵs

d2pd´ 1q ` ϵ

*

“
ϵs

d2pd´ 1q ` ϵ
.

We use the ideal I generated by tHu,v
w u Y tx2i ´ xi, xi `

xi ´ 1ui“1,...,n. We want now to construct a family F that
is r̃-extendible with respect to I.

The family F is defined as follow: an admissible configu-
ration pQ,Hq P F if and only if there exists a 2-matching π
of some A Ď U st

1. |A| ď r̃,

2. pG, A,YπpAqq has the pr̃, sq-double matching property,

3. Q “ varpπqpAq,

4. for each u P A Hævarpπqpuq|ùI Pu and Hævarpπqpuq re-
spects I.

As noticed for the random kCNF we have that pH, tHuq P
F so the family we defined is non-empty.

Formally the definition of this family is very close to the
definition we had for the random k-CNF, but the ideal used
is different so the proof that the family above is well de-
fined and r̃-extendible is somehow different from the proof
we provided for the random formulas.

Theorem 10. The family F defined above is r̃-extendible.

Proof. Let us suppose we have a pair pQ,Hq P F , i.e.
we have the properties (1), (2), (3) and (4) listed above.
Clearly we have that |Q| ď r̃, because |Q| “ |A| and, by (1),
|A| ď r̃.

To prove the restriction property suppose we have a Q1 Ď

Q: we have to prove that pQ1,HæQ1q P F . Let A1 “ tu P
A | varpπqpuq P Q1u and π1 “ πæA1 the 2-matching obtained
as a restriction of π over A1. Clearly we have that |A1| ď

|A| ď r̃, Q1 “ varpπ1qpA1q and Hævarpπ1qpuq|ùI Pu for each
u P A1. The difficult part is to prove that pG, A1, π1pA1qq has
the pr̃, sq-double matching property. We remove one by one
the vertices u P AzA1 by applying for each such u Lemma 5
with and L “ πpuq. It is straightforward to see that such L
fulfills the hypothesis of Lemma 5.

To prove the extension property let’s suppose that |Q| ă r̃
and that we have an axiom a. As usual we need to distin-
guish two cases: H |ùI a (i.e we have nothing to do) or
H ­|ùI a, i.e. a “ Pu for some u P UzA. By Lemma 4 we
can find two distinct vertexes v, v1 P NGpuq not in YπpAq
such that pG, AY tuu,YπpAq Y tv, v1uq has the pr̃, sq-double
matching property. So we define A1 “ A Y tuu and π1 “

π Y tpu, vq, pu, v1qu. And we define Q1 “ QY tHv YHv1u “



varpπ1qpA1q. We have now to construct the new family of
assignments H1. To do this first we define a family of par-
tial assignments Σ as the set of all assignments of domain
Hv Y Hv1 extending txu,v ÞÑ 1, xu,v1 ÞÑ 0u, or extending

txu,v ÞÑ 0, xu,v1 ÞÑ 1u, and satisfying all the axioms Hww1
v

and Hww1
v1 (i.e. all the axioms stating the injectivity on the

holes v and v1). We observe that the assignments we put in
Σ respect I. Then we define H1 “ H ˆ Σ. By Lemma 2 we
have that pQ1,H1q is an admissible configuration. Moreover
it’s straightforward to see that pQ1,H1q P F and by con-
struction Hˆ Σ |ùI Pu, as by construction the assignments
in Σ map u somewhere.

Theorem 11. There exists a constant degree d ě 3 bi-
partite graph G “ pU Y V,Eq with |U | “ n` 1 and |V | “ n,
such that SppG-PHP $ 1q ě Ωpn{dq.

Proof. We proceed as in [9]. A similar proof to that
Ben-Sasson in his thesis [8] (Theorem 2.46 ) prove that there
exists a degree d bipartite graph G “ pU Y V,Eq with |U | “
n`1 and |V | “ n which is a pΩpn{dq, 7d{8´2q-expander (it
is sufficient to set ϵ “ 7d{8´2 in his proof for his calculations
to work with our expansion factor of p2` ϵ)). The Theorem
then follows using definition of r̃, previous Theorem 10 and
Main Theorem 1.

6. OPEN PROBLEMS
We think that our result on the space in Pc/Pcr can open

the way to a more precise characterization of the space, and
we do not exclude the degree, of Pc/Pcr proofs in terms of
2-Player games like variants of the existential pebble games
for Resolution like Ehrenfeucht-Fräıssé games. We find very
attractive the idea that, as was done in Resolution by At-
serias and Dalmau in [4], to find a precise combinatorial
characterization of the degree and proving some relations
between space and degree, similar to the one between width
and space for Resolution. We think that our work and our
notion of k-extendibility is a first step in this directions.
So far there is no results that seems to exclude that “space
might be lower bounded by degree” in Pc/Pcr. As was
done for random k-CNF for DATALOG by Asterias [3], our
game characterizationof boolean reasoning with polynomi-
als can suggest non-expressibility results in stronger logic
appropriate to this kind of reasoning.
To work in this direction it might be useful to prove lower

bounds for other classes of tautologies for which we know
to require high degree. In particular we think to Tseitin
Tautologies (Beame et al. in [19] proves that they require
high degree) and Linear ordering principle on Graphs GOPn
(Galesi and Lauria [31] recently proved they require high
degree in Pc/Pcr) or GTn. We think that our technique
could work also for this case provided we have the right
definition of graph underlying the principle.
Another issue concern the possibilities of using a simi-

lar characterization of the space to try prove space lower
bounds in other more powerful systems. Nothing for in-
stance is known about space complexity in Cutting Planes
and Lovasz-Schriver proof systems. We think that also in
this case our work can be a starting point to try to come
up with similar ideas to prove space lower bounds in these
systems.
Another natural open problem arising form our work is to

study the variable space for Pc/Pcr for all the principles we

prove space lower bounds for. We think that the same steps
of [1] together with our approach based on transversality and
pseudo-partitions one can hopefully prove quadratic lower
bounds for variable space in all these cases.

An important problem missing in this work is the case
of random 3-CNFs. This case seems quite interesting for
the following reasons: on one hand 3-CNFs are certainly
hard to prove. On the other hand since with our Multiple
Matching Game we are dealing with double matchings it
seems not easy to keep hardness and expansion properties
of the bipartite graph induced by the 3-CNF. It might be
possible that the analysis of the case of random 3-CNF might
require some new technique to prove the stronger expansion
property we need in this work.
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